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 Abstract  

The raw form of data is also an issue that creates a lot of problems while 

attempting to extract useful insight, thus requiring the use of NLP 

algorithms for text mining. This paper discusses sentiment analysis, with 

emphasis on user comments regarding cars on the microblog X that was 

formerly known as Twitter, work which employs Naïve Bayes Algorithm 

in text categorisation. The steps involved are the formation of the corpus 

and use of InsetLexicon dictionary for sentiment analysis with the help 

of weighted keywords and then going through pre-processing of the text 

data that includes cleaning, normalization and tokenization. The Naive 

Bayes algorithm estimates the probability of text under positive or 

negative sentiment class. The work shows that the “Comfortable” 

component of car reviews obtained the highest score in terms of recall, 

precision, and F1-score, which equals 0.83, 0.85, and 0.563, and the 

second set consists of 87 instances overall including an overall data set 

accuracy of 71%. The result validates the use of lexicon-based sentiment 

analysis in specific domain and at the same time exposes the weakness 

of the Naive Bayes, especially with complex word dependencies. Further 

studies should incorporate more advanced models and suitable 

dictionaries which facilitate sentiment analysis in ever-shifting online 

media settings. 

Introduction 

The rapid development of science in the current digital era is the ever- increasing text data 

that includes such as emails, documents and social media and the way to extract information 

from this unstructured text data is text mining. However, the complexity of the data is the 

main problem in producing deep understanding so that artificial intelligence assistance is 

needed, namely Natural Languange Processing (NLP) which is the key to the problem. This 

can allow us to process text more effectively and increase the opportunity to allow computer 

interaction with human language to become more natural (Prasetyo et al., 2021). 

 NLP can also be used to classify or label text with one of the text classification methods, 

namely sentiment analysis, which aims to identify opinions or feelings in text. Using various 

techniques such as keyword analysis, syntactic and semantic understanding of text can help 

identify the structure and sentiment contained in sentences and understand the meaning of 

words and phrases in a broader context in order to be able to interpret the sentiment more 

thoroughly. In addition to techniques, the approach taken in sentiment analysis is supervised 

learning where the model is trained using pre-labeled data (Ismail & Hakim, 2023) 

This approach uses data that has been labeled with sentiments such as positive or negative 

and then modeled as training data to learn existing sentiment patterns  The process involves 
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feature extraction in the form of key words, for example such as "good", "disappointed" or 

"beautiful" can be considered as relevant key words. And word frequency to convert text into 

a numerical representation that classification models can understand by counting how often a 

word appears in a text in order to be used as learning in the model (Isam & Abd Mutalib, 

2019). However, the quality of the dataset used to determine success depends on the text 

corpus used. A quality text corpus can affect the performance and generalization of the 

classification model. In particular, the quality of sentiment labels affects the effectiveness of 

the classification model. However, if the labels are inconsistent, ambiguous and 

unrepresentative, it can lead to bias in the classification model, inaccurate and untenable 

results when applied to new data. So the quality of sentiment labels is an important factor in 

the formation of a good text corpus for sentiment analysis. Labeling sentiment as positive or 

negative currently uses the Naïve Bayes algorithm using chance and probability (Rachman & 

Handayani, 2021). This classification algorithm divides text into categories and then 

calculates the likelihood of the text appearing in a particular category by looking at how often 

they occur with the words used. However, its limitation in assuming every word in the text is 

unrelated to each other becomes one of its biggest drawbacks. Nonetheless, in various 

situations it can still provide satisfactory results so many researchers continue to use it 

especially if the text data is large enough (Khoirunisa, 2020). 

In this study, an analysis will be carried out on user comments on social media X which will 

be summarized into a corpus so that the comments can be analyzed by labeling sentiments 

that are positive or negative based on certain aspects that will be given using the Naïve Bayes 

algorithm which uses opportunities and probabilities and then calculates them. Based on the 

description above, the researcher raised the title, namely "Analysis of the Corpus with Naïve 

Bayes in Determining Sentiment Labeling". 

Text Mining is a process of interaction between a user and a set of documents with analysis 

tools that can provide solutions to problems by processing and analyzing large amounts of 

unstructured text. Various solutions can be used, one of which is Natural Language 

Processing (NLP). The purpose of using it in text mining is to group text (text clustering) and 

categorize text (text categorization) (Fitri et al., 2019). In this case, NLP is needed to extract 

information from text that was previously difficult or time consuming if done manually. 

Sentiment analysis is a field that encapsulates text mining, one of which is in natural language 

processing (NLP) which aims to analyze the sentiments, judgments and emotions of a person 

related to such as a particular organization, topic or activity. So sentiment analysis has the 

main goal of dividing a text in a document or sentence so that they can be categorized and 

determined whether they are positive or negative (Obiedat et al., 2021). 

A corpus refers to a larger collection of texts. They are commonly used in the context of 

natural language processing (NLP) and computational linguistics. A corpus can contain a 

variety of text types, including news articles, books, academic documents, and more. A corpus 

is used to represent the variety of languages and contexts required in the development of NLP 

models (Sutabri et al., 2018). InsetLexicon is one example of a corpus. This dictionary can 

determine a sentence into positive and negative groups in sentiment comments or can be used 

as a dictionary used to find sentiment scores. The way the InSetLexicon corpus works is: (a) 

Polarity Marking, this stage analyzes the sentiment words in the sentence, then determines the 

polarity of the words; (b) Word frequency, this stage counts the number of occurrences of 

sentiment words; (c) Word Attitude, this stage determines the word attitude on each sentiment 

word, the value is +1 if the sentiment has a positive polarity, and -1 if it is negative; (d) Overall 

attitude, this step calculates the overall attitude with the following equation. 

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝐴𝑡𝑡𝑖𝑡𝑢𝑑𝑒 = 𝑠𝑖𝑘𝑎𝑝 𝑘𝑎𝑡𝑎 ∗ 𝑓𝑟𝑒𝑘𝑢𝑒𝑛𝑠𝑖 𝑘𝑎𝑡𝑎 
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Sentiment score, this stage calculates the sentiment score by summing up all the attitudes that 

have been calculated previously (A. Yani et al., 2019). 

𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 𝑠𝑐𝑜𝑟𝑒 =  ∑ 𝑂𝑣𝑒𝑟𝑎𝑙𝑙𝐴𝑡𝑡𝑖𝑡𝑢𝑑𝑒
𝑛

𝑖=1
(𝑖) 

Naïve Bayes Classifier is a classification algorithm that is often used in natural language 

processing (NLP) and text classification to predict a situation (Mayasari & Indarti, 2022). It 

works by predicting the probability of a condition occurring in the future based on current 

data (Nugroho & Religia, 2021). In text classification, probability is used in an example case 

for example to determine the possibility of spam or not spam based on the words that appear 

in the email. For example, if it contains the words "free", "offer", "special", "only" and so on, 

there is a possibility that the email is spam. 

The following is the mathematical formula for the Naïve Bayes method: 

𝑃(𝐻 |𝑋) = 𝑃 (𝑋 |𝐻)𝑃(𝐻) 

𝑃(𝑋) 

Ket: 

(𝐻 | 𝑋) = Probability of hypothesis H based on state X 

X  = Sample data with unknown label 

𝐻  = Hypothesis that X is data with label 

P(H)  = Probability of hypothesis H 

P(X)  = Probability of X 

Table 1. Example of Spam Email Dataset 

Email Spam Keyword UpperCase Long 

Email 1 0 “gratis”,”tawaran” 2 15 

Email 2 1 “menang”,”hadiah” 5 20 

Email 3 0 “berita”,”update” 1 10 

Email 4 1 “diskon”,”jual” 3 18 

Email 5 0 “halo”,”dunia” 0 12 

Next is to calculate the posterior probability of each class against the feature for email 1: 

Table 2. Posterior Probability of Each Class on Features for Email 1 

Features Spam No Spam 

Keywords. 1/3 0/2 

Uppercase 1/3 0/2 

Subject Length 1/3 0/2 

The posterior probability of spam over all features for email 1 is : P(Spam | Keywords, 

Uppercase, Subject Length) = P(Spam) * P(Keywords | Spam) * P(Uppercase | Spam) * 

P(Subject Length | Spam) = 3/5 * 1/3 * 1/3 * 1/3 = 0.022 

The posterior probability of not spamming against all features for email 1 is : P(No Spam | 

Keywords, Uppercase, Subject Length) = P(No Spam) * P(Keywords | No Spam) * 

P(Uppercase | No Spam) * P(Subject Length | No Spam) = 2/5 * 0/2 * 0/2 * 0/2 = 0. 

A dataset is a collection of data that has been confirmed so that it can be used as a reliable 

source of data to be used in research. In this case, the dataset or what is taken is made itself 

into a corpus sourced from crawling data from the X / Twitter platform which is already in 

CSV format. Meanwhile, the weight data for machine learning is sourced from Github in 
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Excel format (Firdaus et al., 2021). Confusion Matrix is a method to calculate accuracy with 

4 outputs, namely Recall, Precision, F1-score and Accuracy. This concept evaluates the 

classification model based on the calculation of object trials that have correct or incorrect 

prediction values. This calculation process is implemented into a table with 2 datasets that are 

positive and negative: Jupyter Notebook is a data science software that consists of data 

preprocessing techniques, machine learning and even natural language processing (NLP). 

Jupyter Notebook provides an easy approach such as a flexible and responsive user interface 

so that users can compile and run code in various programming languages such as Python, R 

and others. 

Methods  

This study uses quantitative research methodology which is an approach in research that 

emphasizes the collection and analysis of numerical data to find causal and statistical 

relationships between variables. The research stages are in the following figure. 

 

Figure 1. Research Stages 

Data volume being one of the obvious drawbacks in text data collection and tagging further 

complicates the problem. Sentiment analysis models may not only be less accurate, but also 

prone to unwanted bias. Therefore, in this case, the researcher wants to use NLP as a solution 

to the problem with Naïve Bayes as the algorithm to analyze and see the influencing factors 

in the performance of the corpus in sentiment analysis. 

The data for this research was obtained from X social media platform and then saved in CSV 

format to be used for further analysis and research. This technique uses Data Crawling (Goel 

et al., 2016). The population of this study is a collection of text from a corpus of 3728 datasets 

in CSV form. A sample is a portion or representative of the total population.. In this study, 

the samples used by researchers were around 464 datasets used as training data and 117 as 

test data (Dey et al., 2016).  

Overall in this research, the dataset obtained in CSV format from the X social media platform 

is crawled in the form of a summary of public comments on car brands in Indonesia. After 

processing, the data is divided into a ratio of 80:20 where 80% is used for training data for 

model learning where the training data will be directly labeled each word into positive or 

negative labels. While the remaining 20% is used for unlabeled test data to test the model with 

model learning that has been done on the previous test data. Next, the sentiment labeling 
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process is done with the InsetLexicon dictionary to find the polarity value and group the 

comment data to be categorized based on aspects related to cars. The model will then be 

classified with the Naïve Bayes algorithm to determine the class. After that, the Multinomial 

Naïve Bayes classification model is used to calculate the probability of documents in the test 

data based on the probabilities in the training words and then tested for accuracy to determine 

the average value on aspects and the entire dataset. 

 

Figure 2. Research Flowchart 

Results and Discussion 

In this study, the author conducted a data collection process taken from application X 

(Twitter). Comment data is taken using the scrapping process. The data taken by the scrapping 

process will be stored in a .csv extension file. The data taken amounted to 3729 comment 

data, which is based on 4 types of cars, namely Daihatsu, Honda, Toyota and Suzuki. For 

example in Daihatsu using sigra, terios, and xenia cars. Then, Honda uses brio, civic, HR-V, 

and CR-V cars. Toyota cars use Avanza, fortuner, innova and raize. Meanwhile, Suzuki cars 

use ertiga, baleno, APV and ignis cars. The way to collect comment data is to tag all car names 

based on the type of car. The comments used were obtained from application X (Twitter) in 

June 2024 and accessed through jupyter notebook. Reviews are taken from X (Twitter) 

application user comment data with keywords of 4 types of cars with 15 car brands. Examples 

of reviews used are shown in the table below. 

Table 3. All Comment Data 

No. Full_text 

1 

@akbartruck77688 @SelebtwitMobil I really agree! The choice of car is steady! 

Suzuki APV and Daihatsu Gran Max are already famous for their imbah and fit a 

lot. The Toyota Agya Base Model M/T is also economical and agile. Perfect for 

daily mobility. 

2 @SuzukiIndonesia Ya im ba baleno dong 

3 
@innovacommunity If it's the strength of the body and frame, it's mending ertiga 

or xenia, right? 

4 
@aimr0d @ezash Kalo under 200 million KNP org2 on the non-take sigra with 

the highest spec yes. 

5 @SelebtwitMobil Terios/Rush The seat is typical of cheap im bah bgt 

3729 @SelebtwitFess Ertiga aja. Kalo doyan jadul ya kijang kapsul 

The next step is to separate comments that contain spam and not spam. The way is to remove 

the aspects that are in the spam message Where the aspect in python is defined by “keyword”. 

file:///C:/Users/ASUS/Downloads/Flowchart
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Comment data that is processed or analyzed is comment data that is not spam or not 

advertising/promotion. Non-spam comments are data submitted directly by X (Twitter) users. 

Table 4. Non Spam Data 

No. Full_text 

1. 

@ravidetan @SelebtwitFess Don't livina. Especially if you are going to climb. 

Better number 6 (ertiga). Or just ignis. It's economical but you have to get used to 

the same taste of AGS. That's all 

2. 

@SelebtwitFess Ertiga is the most suitable to prepare a budget for foot snacks 

and make sure to replace the legs using SGP original spare parts, especially 

shockbreakers 

3. @koz_ns @ertigaid Ertiga is the same, it's just a slight difference 

4. @SelebtwitFess Beli R15 Dua viji biar jadi ertiga 

5. @SelebtwitFess The answer is easy. ERTIGA. 

2984 Smg thr nya im ba HR-V aamiin 

Figure 3. Non Spam Data With Using Aspect 

Aims to clean the comment data that has been obtained. The components that are cleaned are 

components that are meaningless or irrelevant to the data classification process. 

Table 5. Cleaning, Case Folding, Lower Case, and Remove HTTP in Text 

No. Full_text Clean 

1 

@ravidetan @SelebtwitFess Don't 

livina. Especially if you are going to 

climb. Better number 6 (ertiga). Or just 

ignis. Economical im  tapi harus 

terbiasa the same sense of AGS that is 

stupid. That's all 

Don't livina, especially if you want to 

climb the number three better or ignis, 

it's economical, but you have to get 

used to the same taste of AGS which is 

so bad 

2 

@SelebtwitFess Klo butuh RWD 

Obviously, Terios Klo needs to be 

comfortable and the rhino is matic, 

Ertiga/XL7 Klo wants a safe selling 

price and can be used in the city, 

Avanza/Xenia 

I need rwd obviously Terios klo needs 

to be comfortable and rhino matik, yes 

ertigaxl klo want a safe selling price 

and used in the city of doang, 

avanzaxenia 

3 
@efenerr Suzuki Baleno Hatchback 

Facelift Gagah dan berkelas 

im ba baleno hatchback facelift gagah 

dan berkelas 

4 
@0tk0il im ba pasang sunroof aja udah 

next level 

im ba Just install a sunroof is the next 

level 

5 

@MasMasBiassaa As a civic user, I 

don't agree with the word imbah. I'm a 

cool young person who tries to save 

money even though I fail wkwk 

As a Civic user, I don't agree with the 

word IMBAH I am a cool young 

person who is trying to save money 

even though he fails to wkwk 

2984 
@admiredbysun Naksir banget juga 

sama HR-V 
naksir banget juga sama hrv 

Text can be broken down into specific words or tokens, such as “Avanza” (im ba), “sangat” 

(very), “cool” (cool), etc., and general terms that do not provide much value to the text. These 

terms can be broken down into specific words or tokens, such as “dan” (and), “or” (or), “di” 

(in), etc 

Table 6. Tokenizing Process on Clean Data 

No. Clean Tokens 
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1 

Don't livina, especially if you want to 

climb the number three better or ignis, 

it's economical, but you have to get 

used to the same taste of AGS which is 

so bad 

[‘jangan’, ‘livina’, ‘apalagi’, ‘kalo’, 

‘buat’, ‘nanjak’, ‘better’, ‘nomor’, 

‘ertiga’, ‘atau’, ‘ignis’, ‘aja’, ‘iritnya’, 

‘polll’, ‘tapi’, ‘harus’, ‘terbiasa’, 

‘sama’, ‘rasa’, ‘ags’, ‘nya’, ‘yang’, 

‘nyebelin’, ‘sekian’] 

2 

I need rwd obviously Terios klo needs 

to be comfortable and rhino matik, yes 

ertigaxl klo want a safe selling price 

and used in the city of doang, 

avanzaxenia 

[‘klo’, ‘butuh’, ‘rwd’, ‘jelas’, ‘terios’, 

‘klo’, ‘butuh’, ‘nyaman’, ‘dan’, 

‘badak’, ‘matiknya’, ‘ya’, ‘ertigaxl’, 

‘klo’, ‘mau’, ‘harga’, ‘jual’, ‘aman’, 

‘dan’, ‘dipake’, ‘di’, ‘kota’, ‘doang’, 

‘ya’, ‘avanzaxenia’] 

3 
im ba baleno hatchback facelift gagah 

dan berkelas 

[‘suzuki’, ‘baleno’, ‘hatchback’, 

‘facelift’, ‘gagah’, ‘dan’, ‘berkelas’] 

4 
im ba pasang sunroof aja udah next 

level 

[‘avanza’, ‘pasang’, ‘sunroof’, ‘aja’, 

‘udah’, ‘next’, ‘level’] 

5 

As a Civic user, I don't agree with the 

word IMBAH I am a cool young person 

who is trying to save money even 

though he fails to wkwk 

[‘sebagai’, ‘pengguna’, ‘civic’, ‘saya’, 

‘merasa’, ‘tidak’, ‘setuju’, ‘dgn’, 

‘kata’, ‘kata’, ‘si’, ‘mbah’, ‘saya’, 

‘anak’, ‘muda’, ‘kece’, ‘yang’, 

‘batikan’, ‘nyari’, ‘irit’, ‘walau’, 

‘gagal’, ‘wkwk’] 

2984 I really have a crush on HRV too 
[‘naksir’, ‘banget’, ‘juga’, ‘sama’, 

‘hrv’] 

The text can be converted into good Indonesian according to the KBBI where there are word 

changes, such as “yg” to yang, “ga” to “tidak” and others. The research uses normalized.csv 

data accessed from github. 

Table 7. Data Normalization 

No. Tokens Normalisasi 

1 

[‘jangan’, ‘livina’, ‘apalagi’, ‘kalo’, 

‘buat’, ‘nanjak', 'better', 'nomor', 'ertiga', 

'atau', 'ignis', 'aja', 'iritnya', 'polll', 'tapi', 

'harus', 'terbiasa', 'sama', 'rasa', 'ags', 

'nya', 'yang', 'nyebelin', 'sekian'] 

['jangan', 'livina', 'apalagi', 'kalau', 

'buat', 'nanjak', 'better', 'nomor', 'ertiga', 

'atau', 'ignis', 'saja', 'iritnya', 'polll', 

'tetapi', 'harus', 'terbiasa', 'sama', 'rasa', 

'ags', 'nya', 'yang', 'nyebelin', 'sekian'] 

2 

['klo', 'butuh', 'rwd', 'jelas', 'terios', 'klo', 

'butuh', 'nyaman', 'dan', 'badak', 

'matiknya', 'ya', 'ertigaxl', 'klo', 'mau', 

'harga', 'jual', 'aman', 'dan', 'dipake', 'di', 

'kota', 'doang', 'ya', 'avanzaxenia'] 

['kalau', 'butuh', 'rwd', 'jelas', 'terios', 

'kalau', 'butuh', 'nyaman', 'dan', 'badak', 

'matiknya', 'ya', 'ertigaxl', 'kalau', 'mau', 

'harga', 'jual', 'aman', 'dan', 'dipake', 'di', 

'kota', 'doang', 'ya', 'avanzaxenia'] 

3 
['suzuki', 'baleno', 'hatchback', 'facelift', 

'gagah', 'dan', 'berkelas'] 

['suzuki', 'baleno', 'hatchback', 'facelift', 

'gagah', 'dan', 'berkelas'] 

4 
['avanza', 'pasang', 'sunroof', 'aja', 

'udah', 'next', 'level' 

['avanza', 'pasang', 'sunroof', 'saja', 

'sudah', 'next', 'level'] 

5 

['sebagai', 'pengguna', 'civic', 'saya', 

'merasa', 'tidak', 'setuju', 'dgn', 'kata', 

'kata', 'si', 'mbah', 'saya', 'anak', 'muda', 

'kece', 'yang', 'batikan', 'nyari', 'irit', 

'walau', 'gagal', 'wkwk'] 

['sebagai', 'pengguna', 'civic', 'saya', 

'merasa', 'tidak', 'setuju', 'dengan', 'kata', 

'kata', 'si', 'mbah', 'saya', 'anak', 'muda', 

'kece', 'yang', 'batikan', 'nyari', 'irit', 

'walau', 'gagal', 'wkwk'] 

2984 ['naksir', 'banget', 'juga', 'sama', 'hrv'] ['naksir', 'banget', 'juga', 'sama', 'hrv'] 
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Table 8. Tokenizing Process on Clean Data 

No. Clean Tokens 

1 

jangan livina apalagi kalo buat nanjak 

better nomor ertiga atau ignis aja iritnya 

im  tapi harus terbiasa sama rasa ags 

nya yang nyebelin sekian 

[‘jangan’, ‘livina’, ‘apalagi’, ‘kalo’, 

‘buat’, ‘nanjak’, ‘better’, ‘nomor’, 

‘ertiga’, ‘atau’, ‘ignis’, ‘aja’, ‘iritnya’, 

‘polll’, ‘tapi’, ‘harus’, ‘terbiasa’, 

‘sama’, ‘rasa’, ‘ags’, ‘nya’, ‘yang’, 

‘nyebelin’, ‘sekian’] 

2 

klo butuh rwd jelas terios klo butuh 

nyaman dan badak matiknya ya ertigaxl 

klo mau harga jual aman dan dipake di 

kota doang ya avanzaxenia 

[‘klo’, ‘butuh’, ‘rwd’, ‘jelas’, ‘terios’, 

‘klo’, ‘butuh’, ‘nyaman’, ‘dan’, 

‘badak’, ‘matiknya’, ‘ya’, ‘ertigaxl’, 

‘klo’, ‘mau’, ‘harga’, ‘jual’, ‘aman’, 

‘dan’, ‘dipake’, ‘di’, ‘kota’, ‘doang’, 

‘ya’, ‘avanzaxenia’] 

3 
im ba baleno hatchback facelift gagah 

dan berkelas 

[‘suzuki’, ‘baleno’, ‘hatchback’, 

‘facelift’, ‘gagah’, ‘dan’, ‘berkelas’] 

4 
im ba pasang sunroof aja udah next 

level 

[‘avanza’, ‘pasang’, ‘sunroof’, ‘aja’, 

‘udah’, ‘next’, ‘level’] 

5 

sebagai pengguna civic saya merasa 

tidak setuju dgn kata kata im bah saya 

anak muda kece yang batikan nyari irit 

walau gagal wkwk 

[‘sebagai’, ‘pengguna’, ‘civic’, ‘saya’, 

‘merasa’, ‘tidak’, ‘setuju’, ‘dgn’, 

‘kata’, ‘kata’, ‘si’, ‘mbah’, ‘saya’, 

‘anak’, ‘muda’, ‘kece’, ‘yang’, 

‘batikan’, ‘nyari’, ‘irit’, ‘walau’, 

‘gagal’, ‘wkwk’] 

2984 naksir banget juga sama hrv 
[‘naksir’, ‘banget’, ‘juga’, ‘sama’, 

‘hrv’] 

The text can be converted into good Indonesian according to the KBBI where there are word 

changes, such as “yg” to yang, “ga” to “tidak” and others. The research uses normalized.csv 

data accessed from github. 

Table 9. Data Normalization 

No. Tokens Normalisasi 

1 

[‘jangan’, ‘livina’, ‘apalagi’, ‘kalo’, 

‘buat’, ‘nanjak', 'better', 'nomor', 'ertiga', 

'atau', 'ignis', 'aja', 'iritnya', 'polll', 'tapi', 

'harus', 'terbiasa', 'sama', 'rasa', 'ags', 

'nya', 'yang', 'nyebelin', 'sekian'] 

['jangan', 'livina', 'apalagi', 'kalau', 

'buat', 'nanjak', 'better', 'nomor', 'ertiga', 

'atau', 'ignis', 'saja', 'iritnya', 'polll', 

'tetapi', 'harus', 'terbiasa', 'sama', 'rasa', 

'ags', 'nya', 'yang', 'nyebelin', 'sekian'] 

2 

['klo', 'butuh', 'rwd', 'jelas', 'terios', 'klo', 

'butuh', 'nyaman', 'dan', 'badak', 

'matiknya', 'ya', 'ertigaxl', 'klo', 'mau', 

'harga', 'jual', 'aman', 'dan', 'dipake', 'di', 

'kota', 'doang', 'ya', 'avanzaxenia'] 

['kalau', 'butuh', 'rwd', 'jelas', 'terios', 

'kalau', 'butuh', 'nyaman', 'dan', 'badak', 

'matiknya', 'ya', 'ertigaxl', 'kalau', 'mau', 

'harga', 'jual', 'aman', 'dan', 'dipake', 'di', 

'kota', 'doang', 'ya', 'avanzaxenia'] 

3 
['suzuki', 'baleno', 'hatchback', 'facelift', 

'gagah', 'dan', 'berkelas'] 

['suzuki', 'baleno', 'hatchback', 'facelift', 

'gagah', 'dan', 'berkelas'] 

4 
['avanza', 'pasang', 'sunroof', 'aja', 

'udah', 'next', 'level' 

['avanza', 'pasang', 'sunroof', 'saja', 

'sudah', 'next', 'level'] 

5 

['sebagai', 'pengguna', 'civic', 'saya', 

'merasa', 'tidak', 'setuju', 'dgn', 'kata', 

'kata', 'si', 'mbah', 'saya', 'anak', 'muda', 

['sebagai', 'pengguna', 'civic', 'saya', 

'merasa', 'tidak', 'setuju', 'dengan', 'kata', 

'kata', 'si', 'mbah', 'saya', 'anak', 'muda', 
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'kece', 'yang', 'batikan', 'nyari', 'irit', 

'walau', 'gagal', 'wkwk'] 

'kece', 'yang', 'batikan', 'nyari', 'irit', 

'walau', 'gagal', 'wkwk'] 

2984 ['naksir', 'banget', 'juga', 'sama', 'hrv'] ['naksir', 'banget', 'juga', 'sama', 'hrv'] 

The detokenized process is a process that makes text that has been stemmed into comments 

that are suitable for analysis or have passed the data pre-processing period. Detokenized can 

be seen in the table below 

Table 10. Detokenized Text 

No. Stemming Detokenized 

1 

['livina', 'nanjak', 'better', 'nomor', 

'ertiga', 'ignis', 'irit', 'polll', 'biasa', 'ags', 

'nyebelin', 'sekian'] 

livina nanjak better nomor ertiga ignis 

irit polll biasa ags nyebelin sekian 

2 

['butuh', 'rwd', 'terios', 'butuh', 'nyaman', 

'badak', 'matiknya', 'ya', 'ertigaxl', 

'harga', 'jual', 'aman', 'dipake', 'kota', 

'doang', 'ya', 'avanzaxenia'] 

butuh rwd terios butuh nyaman badak 

matiknya ya ertigaxl harga jual aman 

dipake kota doang ya avanzaxenia 

3 
['suzuki', 'baleno', 'hatchback', 'facelift', 

'gagah', 'kelas'] 

suzuki baleno hatchback facelift gagah 

kelas 

4 
['avanza', 'pasang', 'sunroof', 'next', 

'level'] 
avanza pasang sunroof next level 

5 

['guna', 'civic', 'tuju', 'dgn', 'si', 'mbah', 

'anak', 'muda', 'kece', 'bati', 'nyari', 'irit', 

'gagal', 'wkwk'] 

guna civic tuju dgn si mbah anak muda 

kece bati nyari irit gagal wkwk 

2984 ['naksir', 'banget', 'hrv'] naksir banget hrv 

After the data containing the word spam is deleted, the next step is to delete duplicate or 

double comment data. Data is obtained where initially it amounted to 2984 to 2831 data where 

153 data containing duplicate comments were deleted. 

Tabel 11. Before and After Removing Duplicated Comments 

Before After 

jangan livina apalagi kalo buat nanjak 

better nomor ertiga atau ignis aja iritnya 

polll tapi harus terbiasa sama rasa ags nya 

yang nyebelin sekian 

jangan livina apalagi kalo buat nanjak 

better nomor ertiga atau ignis aja iritnya 

polll tapi harus terbiasa sama rasa ags nya 

yang nyebelin sekian 

suzuki jimny doors dan suzuki ertiga cruise 

sukses bius pengunjung iims surabaya 

suzuki jimny doors dan suzuki ertiga cruise 

sukses bius pengunjung iims surabaya 

ertiga paling pas siapin budget buat jajan 

kaki kaki dan pastikan kalau ganti kakikaki 

pake sparepart ori sgp terutama 

shockbreaker ertiga sama aja sihh cuma 

beda tipis aja 

ertiga paling pas siapin budget buat jajan 

kaki kaki dan pastikan kalau ganti kakikaki 

pake sparepart ori sgp terutama 

shockbreaker ertiga sama aja sihh cuma 

beda tipis aja 

2984 2831 

The next step is the data labeling process which is done automatically by implementing the 

InSetLexicon Corpus dictionary. In the InSetLexicon dictionary, words and their weights are 

used to determine the polarity value. The polarity value is calculated by summing up all the 

weights of the words in the review text. The result of the calculation is to classify the review 

for each aspect as positive or negative sentiment. A review is categorized as positive sentiment 

if its polarity value is greater than zero, and negative sentiment if its polarity value is lower 

than zero. Table 4.11 shows an example of the data labeling used using the InSet Lexicon 

dictionary. 1 is categorized as positive and 0 is categorized as negative. 
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Table 12. Positive Corpus 

No. Word Weight 

1 Hai 3 

2 Tetap 3 

3 Detail 2 

4 Bagus 2 

3610 Orisinal 3 

Table 13. Negative Corpus 

No. Word Weight 

1 Isak -5 

2 Sakit -5 

3 Mulu -1 

4 Gamau -4 

6610 Mencoreng -4 

Table 14. Illustration of InsetLexicon Implementation 

Review 1 : tetap civic kalau saya mah desain nya 

 tetap civic kalau saya mah desain nya Polarity 

Word 

Weight 
3 - -1 -3 - 4 - 3 

Label Positive 

Review 2 : daihatsu sigra ternyata tidak nyaman 

 daihatsu sigra ternyata tidak nyaman   Polarity 

Word 

Weight 
- - - -5 4   -1 

Label Negative 

Review 3 : ertiga emang keren bodi nya kuat 

 ertiga emang keren bodi nya kuat  Polarity 

Word 

Weight 
- 4 - - - 2  6 

Label Positive 

Table 15. Labeling Using InsetLexicon Corpus 

No. Text Label 

0 

don't livina especially if you want to go uphill better number ertiga or 

ignis aja economical polll but have to get used to the taste of ags 

which is annoying at all. 

Negative 

1 It's still a civic if I like the design. Positive 

2 daihatsu sigra turned out to be uncomfortable Negative 

3 ertiga is just the same, it's just a slight difference. Positive 

4 any ertiga is ok anyway for me everything is ok Positive 

2984 hopefully the thr is bought hrv aamiin Positive 

The aspect categorization stage is carried out to classify comment data based on aspects that 

affect the quality of the car. In the aspect categorization stage, comment data is manually 

selected with a total of 580 data, because in the dataset there are many comments that contain 

spam, for example, car sales, use of people's names and others. This research uses 5 aspects, 

namely design, comfort, features, price/money and service/maintenance. Can be seen in table 

16. 
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Table 16. Aspect Description of Comment Data 

Aspects Description 

Design 
Reviews the aesthetic aspects of the vehicle. This includes the style, shape, color and 

materials used. 

Comfortable 
Assess comfort in terms of vehicle space. Includes seat 

comfort, temperature regulation and more. 

Features 
Reviewing the various features offered, both from 

safety, entertainment and other advanced technology features. 

Price 
Assess the value of the vehicle in terms of price 

compared to the features and quality offered. 

Service 
Review aspects of vehicle servicing and maintenance, 

including the ease of obtaining servicing and maintenance costs. 

Table 17. Description of Number of Aspects 

Aspects Word Count 

Design 13 

Comfortable 42 

Features 29 

Price 59 

Maintenance 11 

The amount of initial data in comment analysis research using the Naïve Bayes Algorithm is 

580, because in the dataset there are many comments that contain spam, for example, car 

sales, use of people's names and others. The ratio between training data and test data in this 

study is 0: 2, meaning that the training data totals 2387 data, while the test data totals 597 

data. The training process will produce the weight of each word in each class using the TF-

IDF weighting method. By using 3 previous sample data as training data, 1 test data is 

determined as follows. 

Table. 18 Sample Test Data 

Test Comments 

Really Hybrid Ertiga Million Buy WKWK 

Sentiment classification is done automatically using the Naïve Bayes algorithm. This process 

is performed using the MultinomialNB function that compares the weight of each word in the 

test data with the words in the training data. As a result, each training document will have an 

equal number of probabilities of positive and negative words. Next, a weight comparison is 

performed on the test document, where if the positive probability weight is greater, the 

classified sentiment is positive, while if the negative probability weight is greater, the 

classified sentiment becomes negative. The class classification process begins by calculating 

the prior probability, conditional probability, and posterior probability. The following are the 

stages of the classification process using the Naïve Bayes algorithm on test data. The specified 

comments use 3 comments obtained from the training data which are then matched with the 

test data samples. 

Table. 19 Sample Data Training Data 

No. Commentary Label 

1. ertiga Really cool strong body Positive 

2. 
Suzuki Ertiga Only LMPOVE System Mild Hybrid Gini Breakdown 

Cost 
Negative 
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Table. 20 TF Data Train 

No. Vocabulary Tf(Positive) Tf(Negative) 

1. Ertiga 1 0 

2. Emang 1 0 

3. Keren 1 0 

4. Bodi 1 0 

5. Kuat 1 0 

6. Suzuki 0 1 

7. Ertiga 0 1 

8. Satusatunya 0 1 

9. Improve 0 1 

10. Sistem 0 1 

11. Mild 0 1 

12. Hybrid 0 1 

15. Gini 0 1 

16. biaya 0 1 

17. rusak 0 1 

Number of Terms 5 10 

             Term Total = 15 

Calculation of Probability Value 

𝑃 (𝐶𝑙𝑎𝑠𝑠 | 𝐶𝑜𝑚𝑚𝑒𝑛𝑡) =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑙𝑎𝑠𝑠 𝑋

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑚𝑚𝑒𝑛𝑡
 

Using the above equation, we will obtain the probability of each class in the sentiment  

P (Positive | comment) = 
1

2
 = 0.5 

P (Negative | comment) = 
1

2
 = 0.5 

Calculation of Conditional Probability Value : 

𝑃 (𝑇𝑒𝑟𝑚 | 𝑐𝑙𝑎𝑠𝑠) =  
𝑇𝑜𝑡𝑎𝑙 𝑤𝑒𝑖𝑔ℎ𝑡 𝑇𝐹 𝑇𝑒𝑟𝑚 𝑜𝑛 𝑐𝑙𝑎𝑠𝑠 + 1

𝑇𝐹 𝑊𝑒𝑖𝑔ℎ𝑡 𝐶𝑙𝑎𝑠𝑠 + 𝑇𝑜𝑡𝑎𝑙 𝑊𝑒𝑖𝑔ℎ𝑡 𝑇𝐹
 

Using the above equation, we will obtain the probability of the terms in each sentiment class. 

Probability of the word “ertiga” 

P(ertiga | Positive) = 
1+1

5+ 15 
 = 

2

20
 = 0.1 

P(ertiga | Negative) = 
1+1

10+ 15 
 = 

2

25
 = 0.08 

Probability of the word “emang” 

P(emang | Positive) = 
1+1

5+ 15 
 = 

2

20
 = 0.1 

P(emang | Negative) = 
1+1

10+ 15 
 = 

2

25
 = 0.08 

Probabilitas kata “keren” 

P(keren | Positive) = 
1+1

5 + 15 
 = 

2

20
 = 0.1 

P(keren | Negative) = 
1+1

10+ 15 
 = 

2

25
 = 0.08 
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Next is to take the test data, namely by classifying the test data by multiplying all the 

opportunities. The higher value is the new class of the data. In the test data included in the 

training data are the words "ertiga" and "hybrid". Calculation of posterior probability values. 

𝑃 (𝐶𝑜𝑚𝑚𝑒𝑛𝑡 | 𝐶𝑙𝑎𝑠𝑠) =  𝑃𝑇𝑒𝑟𝑚 1𝑥 … 𝑥𝑃𝑇𝑒𝑟𝑚 𝑛𝑥 𝑃 (𝐶𝑙𝑎𝑠𝑠|𝐶𝑜𝑚𝑚𝑒𝑛𝑡) 

P (Test | Positive)  = P(positive) x P(ertiga|positive) x P(hybrid|positive) 

= 0.5 x 0.1 x 0.04 

= 0.002 

P (Test | Negative)  = P(Negative) x P(ertiga|Negative) x P(hybrid|Negative) 

= 0.5 x 0.08 x 0.08 

    = 0.0032 

Sentiment classification results, with the highest value of sentiment test data is negative with 

a value of 0.0032. This value was chosen based on the example calculation performed. Next 

is to look for accuracy based on the aspect category described, namely the aspect category of 

comment data manually selected with a total of 580 data, this study uses 5 aspects, namely 

design, comfort, features, price/money and service/maintenance. 

Table. 21 Classification Testing Results 

Aspect Comment Recall Precision F1-Score Accuracy 

Design 

Positive 0.5 1.0 0.67 

0.75 Negative 1.0 0.67 0.8 

Average 0.75 0.83 0.73 

Comfortability 

Positive 1.0 0.9 0.95 

0.91 Negative 0.67 1.0 0.8 

Average 0.83 0.85 0.87 

Feature 

Positive 0.86 1.0 0.92 

0.85 Negative 0 0 0 

Average 0.43 0.5 0.46 

Price/Money 

Positive 0.87 0.81 0.84 

0.72 Negative 0 0 0 

Average 0.43 0.41 0.42 

Service/Maintenece 

Positive 1.0 0.67 0.8 

0.75 Negative 0.5 1.0 0.67 

Average 0.75 0.83 0.73 

Average 0.75 

The number of comments/sentiment analysis is shown in Figure 4 where 1825 positive 

comments and 1006 negative comments were obtained. 
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Figure 4. Number of Sentiment Analysis 

After sentiment testing using the Naïve Bayes algorithm, the sentiment classification results 

will be obtained in the form of sentiment labels. This classification result label will be 

compared with the actual label to determine the accuration, precision, recall and F1 value of 

the model for the sentiment dataset used. 

 

Figure 5. Confusion Matrix 

In Figure 5. the classification results for finding accuration, precision, recall and F1-score 

follow the following formula. 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
363 + 38

363 + 4 + 38 + 162
𝑥 100% = 70% 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
38

38 + 4
𝑥 100% = 90% 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
38

38 + 162
𝑥 100% = 19% 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2 𝑥 90 + 19

90 + 19
𝑥 100% = 31% 
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Figure 6. Dataset Accuracy 

The use of Naïve Bayes for sentiment analysis in this work shows how far the machine 

learning models have come and how far they have to go especially in the context of NLP. The 

combination of InsetLexicon corpus used in the study to provide sentiments from the user 

comment from social media such as X formerly twitter and Naïve Bayes classification 

algorithm is an example of using lexicon-based approach with probabilistic model that is 

increasingly popular in the field. 

The present investigation has successfully applied the Naïve Bayes algorithm in collaboration 

with the InsetLexicon corpus for the purpose of categorizing the sentiments successfully with 

the highest Recall, Precision and F-measure recorded in the “Comfortability” aspect at 0. 83, 

0. 85, and 0. 87 respectively. This finding resonates with current study stressing the 

effectiveness of the lexicon-based sentiment analysis models in operational contexts (Zhang 

& Wang, 2023). A high accuracy result observed in the comfortability aspect is therefore in 

line with the capability of such models in sentiment classification tasks and especially in 

contexts where users’ opinions on comfort and usability are crucial. This was achieved 

through very strict pre-processing steps such as data cleaning, normalization and tokenization 

which enhanced the performance of model. As highlighted in the current research studies, the 

aforementioned pre-processing techniques are extremely important in removing noises and 

producing high-quality inputs for sentiment analysis models (Chen et al., 2022; Torres et al., 

2020; Naseem et al., 2021; Cai et al., 2022). In addition, the pairing of training and testing 

datasets in equal parts (80:20) used in this study is in line with most of the ML methods and 

framework that provides a accurate model training and evaluation (Liu et al., 2023). 

However, Naïve Bayes have its drawbacks especially the assumption that words are 

independent which is a problem that is starting to gain much attention in the literature 

(Romano et al., 2024; Wickramasinghe & Kalutarage, 2021; Rezaeian & Novikova, 2020). 

Probably the most obvious drawback of the assumption concerns relations between words 

More often than not, words in natural language depend on one another, which might cause 

errors in sentiment classification, particularly in subtle contexts (Li et al., 2023). This 

drawback is most prominent in the classification of comments concerning the “Price/Money” 

and “Feature” aspects, which have a significantly lower F1-Scores. This indicates that, though 

Naïve Bayes works well in some environments, it may not perform well with more 

complicated forms of sentiment such as those that involve the understanding of the 

relationships between words and context s as observed in other studies by Sun et al. (2024). 

The fact that the InsetLexicon corpus does not appear to change over time exacerbates the 

lack of the ability of the model to adjust to current trends in language use on social media 

sites, where such shifts could be rather frequent (Cahyawijaya et al., 2023). Such static 
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approach is in juxtaposition to the dynamic models capable of modifying the lexicon entries 

based on appearance of new slangs or changes in language use as was pointed out as a key 

area to future development of sentiment analysis (Wang & Jiang, 2023). 

Based on the same, some perspective for further research and development can be evaluated. 

There is, however, a potential to extend the application of more sophisticated algorithms 

which have been proven to work more effectively in understanding of natural language since 

they address interactions between words and context (Gao et al., 2024). These models could 

in part overcome the constraints that have been identified with Naïve Bayes particularly 

regarding the complexities of sentiments in expressions (Nhu et al., 2020; Ali et al., 2020; 

Piryonesi et al., 2020; Tang et al., 2020). 

Furthermore, synchronization of dictionaries that are adaptable to the peculiarities of the 

context is an important step in enhancing sentiment analysis in such dynamic environments 

as X known today In the contemporary environment, new and more advanced NLP methods 

that can help to construct dynamic lexicons adaptable to the changes in language usage include 

such tools as BERT and GPT (Devlin et al., 2023). These models could offer the premise for 

improved and more dynamic sentiment analysis instruments that are more appropriate to the 

rapid shifts of language on social media. Finally, adding more articles to the range of sources 

and more languages would improve the model’s applicability and reliability. For instance, 

multilingual datasets would enable the identification of sentiment patterns per language, a 

novel field that is becoming critical in today’s interlingual society. 

Conclusion  

Based on the research results, the positive and negative sentiment labeling process carried out 

using the Indonesian Sentiment Lexicon (InSet Lexicon) dictionary, the results in Table 4.20 

show that the value of the total comments on the highest aspect of all aspects of the 4 types 

of cars and their respective brands, namely the "Comfortable" or comfort aspect, is around 

91% with the acquisition of the average Recall, Precision and F1-Score of around 0.83, 0.85 

and 0.87 and the overall accuracy of the dataset is around 71%. It is hoped that future research 

can take review data from more sources with similar topics without being limited to one / two 

research objects only and can be considered to make many modifications to the lexicon so 

that the weight given is closer to perfect than before. 
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